OB

VLA Physical Al2| 4!3

&3 (sudoremove . "l )

250814 Physical Al Workshop



5 FIGURE

Vehicle ooerating Robotaxi software.
Equipped with FSD (Supervisad) upon celivery
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fix bike?

‘autonomous, 2x speed

fold laundry


https://www.youtube.com/watch?v=TLTOBxqaEek
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> VLA (Vision Language Action model):
Vision-Language /222 ActionS £25t= 22!

OIE{Ull #22| H|O|E{Z &&8H VLM (Vision-Language Model) 2| A|ZtE.o10{ & X|AS E251HA,
Z29| M= S&(low-level actions)2 0IE& £ U= 226 D

> RFM (Robot Foundation Model) 0T 2X0I=, 0l %i(task)0l= &S = =5

CiFot 2H4. MlX.action H|O|HE U2 = ANerSst HE =X X5 EE.
VLAZS| Z=&¢9l x|

- LAM / LBM: VLAZ |3

Large Action Model
Large Behavior Model



X|l= VLAO|| chet 7|CHZ2| O]
Y

. E0{L0|C, 25 H|HH Taskd|2o| 2K 54

QEAAEL pi0 DS Astribot 2R0IM Z&FT| L2|= TaskE TOISY

« 2E weight VLAZE (ACT, OpenVLA, 7, pizero) M= T 512t

3

— —
® ]: ; 04 9_ A A EE tRfoll: 1.47 (679.1h2) R -
() | _ A 2026-04-20 90:10:36 rol_utils.py:82 dt: 3.20 (312.4h2) dtRlead: 1.45 (687.7h2) dtwfoll: 0.04 (27118.6 ~~NUSE EN gHavey

LeRobot & SUM| el 08, by 440

025-04-20 90:10:36 rol _utils.py:82 dt: 3.21 (311.9h2) dtRlead: 1.40 (684.0h2) dtwfoll: 0.04 (24489.4

9 A E : E . \» Fastcampus [ TR R XY ~
+ Eél E-l‘ ﬁ /o I-_E / _E i worldW1de 2026-04-20 00:10:36 rol utils.py:82 dt: 2.24 (388.60hz2) dtRlead: 1.48 (677.9hz) dtwfoll: 0.04 (26926.8 " kokc 22D 2820Q
i tRfoll: 1.77 (680.102) * RUSE A N RS U9 BRAOT NSO}
1 o AL Hackathon Pu [OJLEX TPUREER 6 o) WOMM ZCIR DX RN SIY R ) D
Rfoll: 1 A HOa,

@ HuggingFace LeRobot gl 2025.04.19 Live iz

tRfoll: 1 & koke nnann
2025-04-2

......... : . ®oK e
':._."___:: Rfoll: 1.48 (677.8h2)

B25-04-20 90:10:36 rol utils.py:!:82 dt: 2.99 (334.90h2) dtRlead: 1.4 : -
tRfoll: 1.46 (686.0h2) \ ‘
2025-04-290 $0:10:346 rol _utils.py:82 dt: 2.90 (336.9h2) dtRlead: 1.4
tRfoll: 1.47 (678.102)

P25-04-20 90:10:36 rol _utils.py:B2 dt: 2.96 (337.9h2) dtRlead: 1.4
tRfoll: 1.48 (489.402)

2025-04-20 90:10:36 rol utils.py:!82 dt: 2.97 (332.9nh2) dtRlead: 1.4 Y

tRfoll: 1.48 (677.0h2)
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https://github.com/tonyzhaozh/act
http://www.apple.com/kr
http://www.apple.com/kr
https://huggingface.co/lerobot

Vision-Language-Action model
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Vision-Language-Action model
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VLA II s _l I'I %Whgt;sl;outld RT-2
I_E} J-ro 7 AL | —o——
' AMAMO| HFX] - hinni
Action 4-82| &% : binning ‘ -
tm'ﬂ

b

- ¥ ViT e
» Action binning (RT1 2 OpenVLA) SN

0~1 42| action= 1/256 binning,

4 p S
> AT =1[0.1, -0.2, ©
dlscrete token £ &5 (a: = 152 118 128 5 25 156 __,aT= o1 o _7!]J
De-tokenize | ’ ’
Robot action
\_ _J
- )
{Action De-TokenizerJ ]
r 9 9 - 7
_ . @ @ @ Ax
(+) LLMSZ M A|AA 0|E 7+s || 2
Llama 2 /B AGrip|
= : 7D Robol <
N A = A Inul"nage 3 G 3 G O & o @ @ Action
(-) &HE2 850 Or= Sttt ottt |
“Put eggplant T MLP Projoctor ) [ Llama Tokenizer
nbow? ]| ~Dinov2 [ SigLIP |
® ]
Lanquage Instruction t f

» “What should the robot do to {task}? A:"

OpenVLA: An Open-Source Vision-Language-Action Model, 2024
https://openvia.qgithub.io/
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https://openvla.github.io/

VLA Zi5} 2

Action 42| &H : binning— chunking— diffusion/flow

Action Chunking Transformer Diffusion policy, Flow matching

action sequence= chunkz 0|

action sequence

BN
j\ transformer transformer
:'\ encoder decoder
\\ J \ J
[} [} ['} [} T T I
} [ sna ] us [ . ] ‘ * ‘ ‘l oo B Diffusion Policy: Visuomotor Policy Learning via Action Diffusion, RSS2023
\ > o https://diffusion-policy.cs.columbia.edu/
asoxeaoxs CNN cam 1 cam4  joints 2 position embeddings (fixed)

+PosEmb

Learning Fine-Grained Bimanual Manipulation with Low-Cost Hardware, RSS2023
https://tonyzhaozh.github.io/aloha/
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https://tonyzhaozh.github.io/aloha/
https://diffusion-policy.cs.columbia.edu/

VLA i3} 1A

O] %2 robot embodiment / task Hi|0|Ef

Open-x embodiment

2171 7| &t 227H Robot Embodiments, 607H Datasets
1M+ 2X HA, 160k+ Tasks

15

Open X-Embodiment: Robotic Learning Datasets and RT-X Models
https://robotics-transformer-x.github.io/



https://robotics-transformer-x.github.io/

VLA Zi5} 2

Multi-task learning
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Fine-luning Data (Hours)

Fane-luning Data (Hours)
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Fine-Tuning Data (Hours)
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rn0: A Vision-Language-Action Flow Model for General Robot Control
https://www.physicalintelligence.company/blog/pi0
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Train "single-task" Diffusion
Policy as one long task with
229 demonstrations

dJLdl10]

Finetuning to unseen tasks (sim)

Unseen Tasks

1.0 1.0
LBMs improve rapidly with
08 less demonstrations. 08
20.6 206
[« 4 (=4
3 0.4- g 0.4
(V) ¥l
0.2 0.2
0.0 0.0
0 15 50 100 0

Percentage of Data

wee | _LBM finetuned e Single-task

e | _BM finetuned

Unseen Tasks

if we include even

very difficult tasks...

50

Percentage of Data

100

— Singla-jl'a'sk'--'

A Careful Examination of Large Behavior Models for Multitask Dexterous Manipulation
https://toyotaresearchinstitute.github.io/lbm1/



https://toyotaresearchinstitute.github.io/lbm1/
https://www.physicalintelligence.company/blog/pi0

Ad] X 2I' Physical Intelligence ()

VLAT|:| L

Pre-trained VLM + DiT + Multi-task

Physical Intelligence, 7,

) -~ P
T dataset A A 14 DoF

- & A o P Bimanual
\ﬁ;!éﬂ@ g“ (( D (O ( )M( D (O C )M( ) (O )M( anlan] )W ol |ocod| Manipulators
- pre-trained VLM action expert
’i SigLIP (400M) + Gemma (2.6B) (306M) -

Internet (‘)ﬁ(‘) ( Y ) ( YO ( ) ( YO (D )J | Mobile

) Manipulators
pre-training ‘5 ‘; IE ‘5
/ ViT \ / ViT \ / ViT \ "“fold shlrt I
T 7 and 8 DoF
: Qe noise Single Arm
Manipulators
—

rt0: A Vision-Language-Action Flow Model for General Robot Control

7 https://www.physicalintelligence.company/blog/pi0



https://www.physicalintelligence.company/blog/pi0

™
NVIDIA.

VLA =3 Zls}

Pre-trained VLM + DiT + Multi-task
NVIDIA, n1.5 gr00t

T B A8
| Vision | E %
: Encoder ] ] D Embodiment-Specific Module
] Eagle-2 ]
\. /) B M - ?I( Pre-trained and Frozen
“Pick up the apple [ - R = =
and place it into - ex't — ] o
the bottom shelf” kTokenlzerJ — 8 y m
( \ KV T N 4 ' 4 : N 4 1\ f \
Robot State q — il . B — N [
¢ Encoder ] ] l’ |
_ v, ag |
(CTTT, Q v Q » : :
B : i b E 0 % 0 % E Action e :
1 I |
: Aryy I % 1 ® |77 % 18 | [TE| Decoder | N
. : : ' Action L] = = ~t = L] ! :
Noised Action | P — L] 5 S 5 S L] | :
. ' Encoder ] 3 =} ] ! ,
| ' ] [] :at+H—1:
s L) E :
t+H-11 & J L 5 - J L ) \ /
~- HE - - x N -
DIT Blocks
K iterations
18 GROOT N1: An Open Foundation Model for Generalist Humanoid Robots

https://arxiv.org/abs/2503.14734



https://arxiv.org/abs/2503.14734

)
A —
VLA =3 Zlig} N

. . . TOYOTA
Pre-trained VLM + DIT + Multi-task RESEARCH INSTITUTE

Toyota Research Institute, Large Behavior Model

.{ \
2 ® » ] _>
(oo Je—t
Denoised Actions a” (20 DOF Bimanual) -
DUO0O00 e O/ || Emes
RGB Images o i i ‘ = g [
Layer Norm
"Cut the apple - - )¢>
R LBM Diffusion I .
Transformer :
Language [ self Attention
Instruction | B,
i . s M
. T gl T ankan = = - . anden —te 3 Scale, Shift | €
= D-ﬂ: . a, ‘ ‘ ‘ J ‘ ‘ ‘ : | ® ® & ‘nf.;.‘ ‘\‘ . |
-Pose iffusion o [ \ ! [ L L ) ‘ “
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_ Y Noised Actions a* ‘.'\ [ Action Tokens | — ),

A Careful Examination of Large Behavior Models for Multitask Dexterous Manipulation

19 https://toyotaresearchinstitute.github.io/lbm1/



https://toyotaresearchinstitute.github.io/lbm1/

LAZ| Deployment
Act & Observe
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VLAS| T8, ®HIZ
+ data-driven imitation learning

https://youtu.be/vBx6 E97Jx0?si=OmOZTHoNDaalL ip-p

> 2X9| H|Ed task?} 7Hsd
> Generalist policy, Robot Foundation Model 7},

~ Finetuned Specialist policy= scratch training 2Lt 2

21


https://youtu.be/vBx6_E97Jxo?si=OmOZTHoNDaaLip-p

VLAZ| ¢ixf| 87

VET o ST

>

Data: teleoperation cost, quantity
Poor instruction following

Lack of memory / history
Evaluation cost

Reliability, hard to achieve 99.99%

22

When you don't give a language command...

\?.‘ E

I . ford

https://youtu.be/TN1M6vg4CsQ?si=QjpnhjGIUa5Si1fg&t=2900
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https://youtu.be/PZpf170lVXk?si=u7PC YllIbsW3cSOy&t=1370



https://youtu.be/PZpf17oIVXk?si=u7PC_YIIbsW3cSOy&t=1370
https://youtu.be/TN1M6vg4CsQ?si=QjpnhjG9Ua5Si1fg&t=2900

"lz"f'_m“ Eﬂé: Inductive Bias for VLA
MM /SIES]|0] MEH

Qﬁ\f 29 Cameras 5 LIDAR 6 Radars
WAYMO Sensors

o XIEZF3aHO| QrjEl =X

L - O

LIDAR vs Vision only

Mt ol M H|Z, 24 M 8SM

o VLA AJAME:

O{tH TaskOf| Ct2t P

proprioception, tactile, depth
HM gl StEHA0S] £F-0| E2

Elon Musk & &
] @elonmusk
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RN 2= Inductive Bias for VLA

*Inductive bias: 220|Lt A|2H0] M&S sllMst= 7= 7P} M2, 23 EA12] 7HE

» MM MEH 25 embodiment 27| Time per Package (lower is better)
» M2 (Reaching) : Stereo camera? Depth? LiDAR? 6.64
» I}X| (Grasp) : Tactile force feedback? =SL}? A2|?

> Humanoid VS Non-humanoid
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FigureAl Helix
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» 0|2 =0, A ' Time per Package (lower is better)
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MIEARY 2l&: Scalability

CHr 2 CIOJE] 2tE 2t 288 Us 27 I 'SE

simulation

web, video

=
o

HO

o A=l A ABHOF km =8l H|O|E] & Q | *Teslias fleet =

TRI LBM:
sim dataZ co-trainst 0| =
simA|M eval 517| 2[slAf

Real World0l|A] Evaluation cost IR =&

Scenario 1: Drying Rack Scenario 2: Shelf Scenario 3: Breakfast

A Careful Examination of Large Behavior Models for Multitask Dexterous Manipulation

https.//toyotaresearchinstitute.github.io/lbm1/
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https://toyotaresearchinstitute.github.io/lbm1/

MIEARY 2i|2: Scalability
C}

27

zH £2 Az|E|2Q| teleop HIO|E{S ZOIOSILE,

‘teleop= X157+ =O0FS StL
teleop Cl|O|E{E OFX| LLM2| web-sclaeE B2 5= QU=7I?

His2oF Al 4852,
ML 0|E 22 ‘Optimus’ teleoperator 0| XI5

57"~511"(2 170~180cm)
St 7A|Zt O|& 47|} =|cH 30ut2=(2F 13.6kg) 5= 2410|
I3t Mjzi0| QPELICE

https://interestingengineering.com/culture/tesla-
paying-to-train-optimus-robot



https://interestingengineering.com/culture/tesla-paying-to-train-optimus-robot
https://interestingengineering.com/culture/tesla-paying-to-train-optimus-robot

Mgy 2| Scalability simulatior
gd.Al=2{0|M o]

2 A= AUS 22= O H[EO0] 7A,

ofd Aah-Al=2|0|E 2 ‘2P H|0|E & &HO0U&s =M
(ex. GROOT N1.5)

Pick up the apple, place it into the drawer and Pick up eggplant from placemat to plate.

close the drawer. Pick the carrot from the sink and place it on Pick the teapot from the counter and place it in
the plate located on the counter. the sink.

https://research.nvidia.com/labs/gear/flare/
https://research.nvidia.com/labs/gear/dreamgen/
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https://research.nvidia.com/labs/gear/flare/
https://research.nvidia.com/labs/gear/dreamgen/

MIEARY 2l&: Scalability

oM 2pel gli= Alzte| HIC|Q0lIA Bt

Step 3. Label Pseudo Actions

, Milan Kovac & X
7 @ milankovac_ - Follow
One of our goals is to have Optimus learn straight from
internet videos of humans doing tasks. Those are often 3rd
person views captured by random cameras etc. *2ll E0JAlO| A2} ZHO1 ABHS

] 7} st&SH=| 25
We recently had a significant breakthrough along that Optimus Fet&et=al =

journey, and can now transfer a big chunk of the dl ‘H
learning Show more '

@ Tesla Optimus 2 @ @Tesla_Optimus Automatically Labeled Pseudo Actions

I'm not just dancing all day, ok )
*Inverse Dynamics Model
Step 4. Visuomotor Policy Training

1:35 PM - May 21, 2025 ® Pseudo-labeled neural trajectories

@ 106K @ Reply (2 Copylinkto post https://research.nvidia.com/labs/gear/dreamgen/

Read 535 replies
https://x.com/ milankovac /status/1925047791954612605 29



https://x.com/_milankovac_/status/1925047791954612605
https://research.nvidia.com/labs/gear/dreamgen/

MIEARY 2l&: Scalability

*Sixl AlZt t 02| Observation, Action2 2 CHE AlZt t+1 HX 2| Observation= 0% 5t= 2E
or ode

*Action
T Rollout in world model
>
{ VLA ]
<
T T Next observation, state
_ o |
* A7t to|A2] Observation
AGENT
-State s € S
- Take action a € A
/ \
\ /

-Getreward 7
-New state s € S
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MBI 2|<: Scalability

World MOdG' * Data 7} 22 22 ® 13t World Model 8t 7Hs

S =

” ad el i

e : » &
& . . i = 7} . i . s i = & S
T N N & &
! L ! AL ol \ 4

VLAS| evaluation= eval cost == &X| 28 CHAN| World model KAl proxy E7t

https://www. 1x.tech/discover/redwood-ai-world-model
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https://www.1x.tech/discover/redwood-ai-world-model

MIEARY 2l&: Scalability
World Model, Model-based RL

32

https://deepmind.google/discover/blog/genie-3-a-new-frontier-for-world-models/

Genie 3 Prompt:
"POV action camera of a tan house being painted
by a first person agent with a paint roller”

* robot agent2| A|&0[2HH?



https://deepmind.google/discover/blog/genie-3-a-new-frontier-for-world-models/
https://deepmind.google/discover/blog/genie-3-a-new-frontier-for-world-models/

MIEARY 2l&: Scalability
World Model, Model-based RL
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£ Business Strategy
AZ FI] =X

Specialist =& Generalist

ArETd Robot Foundation Model
ADAS (Advanced Driver Assistance System) Specialist VLA
Rstel SA@MEAER, M4 FxF S)0IA oA B X, LESIE SHZA0M A 2E, SRME, T Tt 22
Highway Pilot / &3 24 X228 Semi-generalist VLA
HISHE Y+ DHE EZ0IM A2 B /A YIS A Y Multi-task 5,
FSD (Full Self-Driving) Generalist RFM
HIES 2t 4 TS ’ MEL 24, Multi-embodiment, multi-task =&
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L||EAXY 2|=: Business Strategy
x2kx O AlA

L1 ™ 1T

- HSHEl BHAOIM DX MTA| DHSY| (RIEFSe| ISR, 2RO ZT/ER)
- ROI M2 REE| FIQ (EXIX M)

» [|O|E{E ScalablestH 2= B 110t

2 " g . ‘_ v . ?' . ’ '_'.:_-::?' -
\ 5

LOGISTICS
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https://www.youtube.com/watch?v=lkc2y0yb89U

AtEFdd0| "2 ME5id{= EMO0|2HH,
RFM2 "&lA| A" d=5l2{= =M






